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ABSTRACT
While deep learning (DL) has emerged as a powerful technique, its
benefits must be carefully considered in relation to computational
costs. Specifically, although DL methods have achieved strong per-
formance in log anomaly detection, they often require extended
time for log preprocessing, model training, and model inference,
hindering their adoption in online distributed cloud systems that
require rapid deployment of log anomaly detection service.

This paper investigates the superiority of DL methods compared
to simpler techniques in log anomaly detection. We evaluate basic
algorithms (e.g., KNN, SLFN) and DL approaches (e.g., CNN) on five
public log anomaly detection datasets (e.g., HDFS). Our findings
demonstrate that simple algorithms outperform DL methods in
both time efficiency and accuracy. For instance, on the Thunderbird
dataset, the K-nearest neighbor algorithm trains 1,000 times faster
than NeuralLog while achieving a higher F1-Score by 0.0625. We
also identify three factors contributing to this phenomenon, which
are: (1) redundant log preprocessing strategies, (2) dataset simplicity,
and (3) the nature of binary classification in log anomaly detection.
To assess the necessity of DL, we propose LightAD, an architec-
ture that optimizes training time, inference time, and performance
score. With automated hyper-parameter tuning, LightAD allows
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fair comparisons among log anomaly detection models, enabling
engineers to evaluate the suitability of complex DL methods.

Our findings serve as a cautionary tale for the log anomaly detec-
tion community, highlighting the need to critically analyze datasets
and research tasks before adopting DL approaches. Researchers
proposing computationally expensive models should benchmark
their work against lightweight algorithms to ensure a comprehen-
sive evaluation.
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1 INTRODUCTION
Over the past decade, many online large-scale software systems
have been developed to enhance our daily lives, including search
engines, social media platforms, and machine translation systems.
These online software systems must be available on a 24/7 basis,
as any downtime may result in user dissatisfaction and significant
revenue loss, especially for large-scale distributed systems designed
to serve millions of users. In fact, according to “Downtime, Outages
and Failures - Understanding Their True Costs” [22], a critical ap-
plication failure can result in loss of application service and data,
costing companies up to $300,000 per hour in web application down-
time or $5,600 per minute. Well-known companies have suffered
significant revenue losses due to large-scale web service downtime.
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For example, Amazon reported a loss of $2,646,501 in revenue dur-
ing a 13-minute downtime episode [74], while Facebook suffered
a loss of approximately $426,607 in revenue during a 19-minute
site-wide outage [73].

System logs are crucial in the development and maintenance
of modern software, and are widely used to detect anomalies in
cloud systems. However, as the volume of logs continues to grow,
classical log analysis approaches that rely on manual inspection
have become inefficient and time-consuming. For example, some
modern cloud systems can produce 50 gigabytes (around 200 mil-
lion lines) of logs per hour [60]. To address this challenge, many
automatic log analysis methods have been proposed, including clas-
sical machine learning (ML)-based methods [9, 10, 15, 47–49, 51, 80]
and DL methods [21, 24, 52, 56, 62, 85]. Some DL methods claim to
outperform classical methods on datasets such as BGL and Thun-
derbird [63]. Log data needs to be transformed into vectors before it
can be fed into a model. To this end, various log vectorization meth-
ods have been proposed, including static code analysis [80], log
parsers [31, 75], and neural representations [42] using BERT [19].
However, it is unclear whether these methods are necessary, as no
analysis has compared them with a simple baseline method that
eliminates variables in the log and tokenizes the log into a set of
word tokens.

Despite the satisfactory performance of SOTA DL methods, the
data preprocessing, training, and inference processes often consume
a significant amount of time and require high-demand hardware.
Taking inspiration from Fu andMenzies’ suggestion [29] that “it is a
good practice to explore simple and fast techniques before applying
DL methods on SE tasks”, we aim to investigate whether simple
methods can achieve comparable performance to DL methods in
log anomaly detection. This leads to our first research question:
RQ1: Do DL methods have advantages over simple ones on
log anomaly detection?

To answer the research question of whether DLmethods have ad-
vantages over simple ones on log anomaly detection tasks, we con-
ducted experiments on five popular log anomaly detection datasets:
HDFS [80], BGL, Spirit, ThunderBird, and Liberty [63]. Some DL
methods have claimed to achieve excellent performance on these
datasets. However, our study found that simplemethods can achieve
the best performance on each of the five log datasets in terms of
evaluation metrics and time efficiency. We try to explain why sim-
ple log vectorization methods and simple ML-Based models can
easily beat the intricate DL models. Therefore, we ask our second
research question:
RQ2: Why do DL methods not outperform simple ones?

Our investigation has uncovered three fundamental reasons why
basic log vectorization techniques and simple machine learning-
based models can surpass complex DL models with ease. First,
the redundancy of log preprocessing strategies employed by some
approaches, such as grouping multiple lines of log messages to
generate a session window, hampers the effectiveness of DL models.
Our analysis of supercomputer log datasets such as BGL, Thun-
derbird, and Spirit [63] indicates that these datasets are labeled
in a line-by-line manner, making redundant preprocessing unnec-
essary. Second, the simplicity of log datasets can lead to varying
degrees of data leakage caused by recurring log patterns among the
datasets, which aligns with the finding in [43]. Our findings reveal

that direct log sequence/message matching can achieve compara-
ble or even better results than SOTA deep methods on HDFS and
Spirit. Additionally, after eliminating the recurring log sequences
in HDFS, simple log anomaly detection methods can still achieve
relatively high 𝐹1-Score (0.9406-0.9410) compared to deep methods
(0.8017-0.9244). Third, the innate nature of binary classification
in log anomaly detection may also contribute to the superiority
of simple binary classification methods over DL models specifi-
cally engineered for log anomaly detection. To further explore the
underlying reasons for this phenomenon, we provide a detailed
examination of binary classification in log anomaly detection and
highlight the advantages of utilizing simple binary classification
techniques. Our research findings underscore the importance of
leveraging simple and effective approaches for log anomaly detec-
tion.

In our analysis of both RQ1 and RQ2, we observed that intricate
DL methods failed to surpass their simpler counterparts across all
five public log datasets. This raises a critical question about the
necessity of employing costly DLmethods in log anomaly detection,
thereby giving our third research question:
RQ3:When should we use DL methods?

We carefully examined recent research papers on DL anom-
aly detection methods [42, 52] and discovered that their claims
of the superiority of DL methods may not always be valid due to
three factors: (1) weak baseline comparison, (2) potential ineffective
hyper-parameter tuning, and (3) neglect of time efficiency. In this
paper, we propose an approach named LightAD that optimizes both
performance and time efficiency. With automated hyper-parameter
tuning using Bayesian optimization, LightAD provides a fair com-
parison of various log anomaly detection methods.

On the deduplicated HDFS, LightAD consistently recommends
the use of simple methods, regardless of the prioritized objective,
such as 𝐹1-Score or inference time. Our experimental results cau-
tion the log anomaly detection community to carefully evaluate
new innovations before applying them, especially for cloud web
applications serving millions of users. Before deploying new and
expensive processes, it is important to compare them with simpler
and faster alternatives. Moving forward, we are interested in testing
LightAD on additional datasets to determine whether complex log
grouping or DL methods are necessary for log anomaly detection.
We believe LightAD can serve as a strong baseline for future log
studies.

There are four main contributions of this work:

• We show that complex DL methods and the related log pre-
processing techniques do not necessarily have advantages
over simple methods in both accuracy performance and time
efficiency on the current log anomaly detection benchmarks.

• We summarize three reasons why DL methods do not outper-
form simple methods: (1) redundant log data preprocessing
strategies, (2) simplicity of current log benchmarks, and (3)
the innate nature of binary classification in log anomaly
detection.

• We propose LightAD, a framework that automatically tunes
the hyper-parameters to optimize objectives leveraging both
accuracy and efficiency, and show its practical ability to
verify the necessity of DL methods.
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• We give a cautionary tale that critical analysis should be
conducted on the tasks before applying costly AI models.

2 BACKGROUND
2.1 Log-based Anomaly Detection Workflow
The overall framework of log anomaly detection is presented in
Fig. 1, which includes two mainstream methods: methods utilizing
log parsing and methods without parsing. Log anomaly detection
methods with log parsing comprise four steps: log collection, log
parsing, log grouping, and feature extraction. On the other hand,
log anomaly detection methods without log parsing consist of three
steps: log collection, preprocessing, and neural representation be-
fore anomaly detection. In this section, we will introduce the com-
ponents of these two mainstream methods.

Log Collection. Logs serve as historical records of runtime in-
formation in software systems. In modern large-scale distributed
systems, logs play a crucial role in diagnosing systems, but the
overwhelming volume of logs can be daunting. Thus, log collection
is the first step of automatic log anomaly detection systems.

Log Parsing. Raw log data are semi-structured and need log pars-
ing tools to be parsed into structured data that enable downstream
log analysis tasks, including usage analysis, anomaly detection,
duplicate issue identification, performance modeling, and failure
diagnosis [89]. Some works [61, 80] use static analysis techniques
to extract event templates from the source code. For closed-source
software, several data-driven methods have been adopted to parse
logs, such as SLCT [75], LogCluster [76], IPLoM [53], LKE [28],
Spell [20], and Drain [31].

Log Vectorization. As log data are natural language sentences,
they need to be processed into vectors before being fed into the
models. There are two categories of log vectorization, one is log
vectorization with log parsing, and the other is without log parsing.
For vectorization with log parsing, log grouping is the first step.
There are three log grouping methods, including fixed-window,
sliding-window [43], and session window [42, 80]. Session win-
dows, which are frequently adopted by classical ML-based methods,
are based on identifiers. For instance, HDFS [80] employs aggre-
gate log by “blk_id” to generate session window which counts the
events. For DL log anomaly detection methods, they will convert
the logs into three main types of vectors [43], which are sequential
vectors, quantitative vectors, and semantic vectors. For example,
DeepLog [21] assigns each log event with an index, and then gener-
ates sequential vectors with a certain window size. The sequential
vectors record the execution path of the log event. The quantitative
vectors are similar to the log count vectors, which record the occur-
rence of each log event in a log window. The semantic vectors use
a language model to represent the semantic meaning of log events
and convert the log windows into semantic vectors.

Inspired by the bag-of-words model, Term Frequency / Inverse
Document Frequency (TF-IDF), a well-established heuristic in infor-
mation retrieval [64, 69], is always employed as a term weighting
method to calculate the importance of words in log events. For log
vectorization without log parsing, NeurlLog [42] is proposed to
encode log by using BERT [19] to generate semantic vectors and
feed the vectors into a Transformer-based classifier [77].

2.2 Representative Approaches
To choose the representative approaches, we reviewed a series of ex-
perience reports [16, 33], empirical study [43], surveys [32, 39], and
the SOTA methods [21, 42, 52, 85] on log anomaly detection. Vari-
ous methods are being utilized for log anomaly detection, consisting
of simple ML-Based models and heavily weighted DL models. We
consider the performance of these models on several log anomaly
detection benchmarks and choose three top-notch DL models with
the best 𝐹1 𝑠𝑐𝑜𝑟𝑒 , i.e., CNN [52], NeuralLog [42], LogRobust [85]
and compare them with some commonly used simple models. For
simple models, we adopt K-nearest neighbor (KNN), single hidden
layer feed-forward neural network (SLFN), and decision tree (DT)
for log anomaly detection.

2.2.1 Classical ML-based Methods. K-nearest neighbor (KNN)
[27] is one of the most fundamental and simple classification meth-
ods. In our implementation, the training phase of KNN is to store
the feature vectors and class labels of the log data. For the inference
phase, the prediction of a log vector is assigned the label which
aligns the majority of the labels among the nearest k training sam-
ples to that query point.

SLFN.Amultilayer perceptron (MLP) is a class of fully connected
feedforward neural network, which utilizes back-propagation for
training. Single hidden layer feed-forward neural network (SLFN)
is the most naive MLP, which only contains a single hidden layer.

Decision Tree. Decision tree (DT) is like a decision support tool
that uses a tree structure with several branches to illustrate the
predicted state for each instance. Decision tree was first adopted to
diagnose failures in large internet sites by Chen et al. [15].

2.2.2 Deep Learning Methods. CNN. Lu et al. [52] propose an
approach for log anomaly detection by leveraging Convolutional
Neural Networks (CNN). The CNN-based model can learn event
relationships automatically and achieve high accuracy. The deep
CNN-based model consists of logkey2vec embeddings, three 1D
convolutional layers, dropout layer and max-pooling.

LogRobust. To tackle the challenge that log data often contain
unseen instances due to the update of log statements, Zhang et
al. [85] propose LogRobust to extract the semantic information of
the log data. Furthermore, LogRobust incorporates the attention
mechanism [5] into the Bi-LSTM model to assign different weights
to log events.

NeuralLog. As the first approach without log parsing, Neural-
Log [42] preprocesses the log messages into a set of words. Then it
uses WordPiece tokenization [70, 79] to handle the OOVwords, and
uses a pre-trained BERT [19] to obtain the semantic meaning of log
messages. To better understand the semantics of logs, NeuralLog
adopts the transformer [77] model rather than RNN-based models.

Two main factors contribute to SVM, DT, and SLFN being consid-
ered simpler than CNN [52], LogRobust [85] (based on LSTM), and
NeuralLog [42] (based on BERT). (1) Architecture complexity:
KNN, DT and SLFN have relatively simple architectures compared
to CNNs, LSTMs, and BERT. KNN only involves a distance metric
and the selection of k nearest neighbors to make a prediction. DT
uses a decision tree structure to recursively partition the input
feature space into smaller regions. SLFN only contains one hidden
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Figure 1: Overview of log anomaly detection workflow

layer, whose network depth is much shallower than the DL archi-
tecture. (2) Computation cost: KNN, DT, and SLFN are relatively
computationally efficient, especially during the inference phase. In
contrast, CNNs, LSTMs, and BERT are computationally expensive
due to their complex architectures and large number of parameters.

3 EXPERIMENTAL SETUP
3.1 Research Questions
In this study, we aim to demonstrate that DL methods may not
always offer advantages over other approaches in log anomaly de-
tection. To accomplish this, we investigate three research questions:

• RQ1 Do DL methods have advantages over simple ones on
log anomaly detection?

• RQ2 Why do intricate anomaly detection methods not out-
perform simple ones? outperform simple ones?

• RQ3When do we need really DL methods?

3.2 Experimental Environments
The experiments are run on a Linux workstation with a 192GB
Memory, and GeForce RTX A6000 GPU. The Linux workstation is
running 64-bit Red Hat 4.8.5-28.

3.3 Dataset
Based on our review of experience reports [16, 33], empirical stud-
ies [43], and surveys [32, 39], we found that most of the log anomaly
datasets only contains binary labels, namely, normal and abnormal.
As a result, log anomaly detection is treated as a binary classifica-
tion task. In this paper, we evaluate log anomaly detection methods
using five commonly used public datasets: HDFS [80], Blue Gene/L
(BGL), Thunderbird, Liberty, and Spirit [63].

The HDFS dataset, collected by Xu et al. [80] on the Amazon
EC2 platform, consists of 11,175,629 log messages. The logs are seg-
mented into log sequences using block IDs and assigned a ground
truth label of normal or abnormal. The BGL, Thunderbird, Liberty,
and Spirit datasets are message-wise log datasets collected from
supercomputers, and their statistical information is provided in
Table 1. The logs contain alert and non-alert messages, which are
distinguished by alert category tags. In the first column of the log,
‘-’ denotes non-alert messages while the rest indicate alert mes-
sages. The alert and non-alert messages are considered abnormal
and normal, respectively. Given the substantial size of the Liberty,

Spirit, and Thunderbird datasets, consisting of over 200 million mes-
sages [63], we opted to selectively include a modest subset of 3.7%,
3.9%, and 4.7% respectively, employing a chronological selection
strategy. For HDFS datasets, we randomly split them into training
and testing sets with a ratio of 8:2. As for the supercomputer log
datasets, we split them into training and testing sets with a ratio of
8:2 in a chronological manner.

Table 1: Descriptive Statistics of log datasets

Dataset Category Label Granularity #Messages #Anomalies

HDFS Distributed system block-wise 11,175,629 16,838
Blue Gene /L Supercomputer message-wise 4,747,963 348,460
Thunderbird Supercomputer message-wise 10,000,000 353,794

Spirit Supercomputer message-wise 7,983,345 768,142
Liberty Supercomputer message-wise 10,000,000 3,256,972

3.4 Evaluated Models
In our experiments, we focus on revisiting the current log-based
anomaly detection methods; therefore, we evaluate several repre-
sentative classical ML-based methods and DL methods. For simple
methods, we evaluate DT [15] SLFN [34], and KNN [27]. For DL
Based methods, we evaluate CNN [52], LogRobust [85], and Neu-
ralLog [42]. We evaluate DT, LogRobust, NeuralLog, and CNN by
using the open-sourced implementation [1, 2, 42]. For KNN and
SLFN, we implement them by ourselves. or DL methods with the
parser, we used Drain [31], a widely adopted parser with good per-
formance for log preprocessing. For simple methods, we preprocess
the log by tokenizing the log and removing the digits, instead of
adopting the parser. Specifically, we construct event frequency vec-
tors for block-wise dataset by grouping the logs with the block ID.
We evaluate each model five times and take their average results.

3.5 Evaluation Metrics
To measure the effectiveness of the anomaly detection methods, we
use the Precision, Recall, and 𝐹1-Score metrics, represented by the
abbreviations P, R, F1, respectively. We characterize their outcome
as True Positive (TP), True Negative (TN), False Positive (FP), False
Negative (FN). TP represents the number of abnormal log sequences
that are correctly detected by the anomaly detection methods. TN
represents the number of normal log sequences that are correctly
detected by the anomaly detection methods. FP represents the num-
ber of log sequences that are mistakenly identified as anomalies.
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FN represents the abnormal log sequences that are not detected by
the anomaly detection methods. The evaluation metrics are defined
as below:

• 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛: the ratio between number of correctly detected
anomalies and number of detected anomalies: 𝑃𝑟𝑒𝑐 = 𝑇𝑃

𝑇𝑃+𝐹𝑃
• 𝑅𝑒𝑐𝑎𝑙𝑙 : the ratio between number of correctly detected anom-
alies and total number of anomalies: 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃

𝑇𝑃+𝐹𝑁
• 𝐹1 𝑠𝑐𝑜𝑟𝑒 : the harmonic mean between 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 𝑅𝑒𝑐𝑎𝑙𝑙 :
𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2∗𝑃𝑟𝑒𝑐∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐𝑎𝑙𝑙

4 RESULTS AND DISCUSSIONS
4.1 RQ1: Do DL Methods Have Advantages Over

Simple Ones on Log Anomaly Detection?
To address this question, we utilize simple anomaly detection mod-
els (KNN, DT, SLFN) and compare them with three SOTA DL meth-
ods (CNN [52], LogRobust [85], NeuralLog [42]) in terms of both ac-
curacy and runtime efficiency. For the simple approaches, we utilize
different preprocessing strategies for block-wise and message-wise
log datasets.

We process the block-wise dataset (HDFS [80]) by extracting
the tokens from each text log message (excluding header) split by
spaces and removing any tokens containing digits. We group the log
messages into log sequences using 𝑏𝑙𝑘𝑖𝑑 and encode them with the
event frequency. The entire preprocessing workflow is illustrated
in Fig. 2.

For the message-wise datasets (BGL, Thunderbird, Spirit, and
Liberty), our anomaly detection method is even simpler. Fig. 3
illustrates the approach, where we begin by tokenizing the log
messages using the same way as in the HDFS dataset. However, we
do not convert the tokenized log messages into numerical vectors.
Rather, we calculate the Jaccard distance to measure the distance
between log messages:

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 (𝐴, 𝐵) = 1 − |𝐴 ∩ 𝐵 |
|𝐴 ∪ 𝐵 | , (1)

where 𝐴 and 𝐵 each represent the set of a single tokenized log
message. We then pair each tokenized log message in the testing
set with its nearest log message in the training set. The predicted
label of a log message in the testing set is aligned with that of the
paired log message in the training set. To ensure fairness when
comparing our simple methods with the DL methods, we set the
window size and stride to 10 in the evaluation stage, as in the DL
methods.

For the DL methods, we follow the preprocessing methods and
hyper-parameters settings in the original paper. We empirically
tune the parameters by grid search with cross-validation approach
if the hyper-parameters are not provided in the paper or the method
hasn’t been tested on a specific dataset. For the simple methods, we
also tune the hyper-parameters by grid search with cross-validation.
Specifically, we set the number of neighbors as 1 in KNN.

4.1.1 Comparison on Accuracy. Table 2 displays the performance
scores of both deep methods (CNN [52], LogRobust [85], Neural-
Log [42]) and simple methods (KNN, DT, SLFN). Due to the incom-
patibility of DT and SLFN with the data format derived from our
specific preprocessing methods for message-wise datasets, these

techniques were not evaluated on these datasets. Consequently,
their corresponding evaluation metrics are The highest scores are
indicated in bold font. Overall, it is evident that the simple methods
outperform the complex ones. Across all five datasets, there is at
least one simple method that can achieve the highest precision rate,
recall rate, and 𝐹1-Score. Only on liberty, NeuralLog can achieve
the perfect score, drawing with KNN.

Fig. 4 compares the performance delta between the best simple
methods and the best deep methods. Liberty is not included in Fig. 4
for the best deep method (NeuralLog) and KNN can both achieve
perfect scores. Simple methods beat the deep ones on all the other
four datasets with respect to all the evaluation metrics. Note that
the highest precision, recall, or 𝐹1-Score may not come from the
same model.

To show the superiority of the classical MLmethods, we compare
them with DL methods on a more challenging benchmark, i.e., we
only use 1% of the data in the train dataset for training the model.
The results are shown in Table 3, where we can see that many DL
methods’ performance is largely undermined. For instance, CNN
achieved a mere 0.0440 𝐹1-Score on Spirit, while LogRobust [85]
achieved only 0.5579 𝐹1-Score on BGL. In contrast, KNN demon-
strated a range of 𝐹1-Scores from 0.9135 to 1.000. These findings
indicate that the simpler methods exhibit greater robustness when
faced with the challenges presented by this benchmark.

Table 2: Overall Performance on five public datasets

Dataset CNN LogRobust NeuralLog KNN (N=1) DT SLFN

P 0.9840 0.9858 0.9942 0.9986 0.9988 0.9962
HDFS R 0.9895 0.9890 0.9970 1.0000 0.9991 0.9962

F1 0.9867 0.9874 0.9956 0.9988 0.9990 0.9962
P 0.5988 0.6120 0.9493 0.9747 N/A N/A

BGL R 0.9749 0.9749 0.9796 0.9858 N/A N/A
F1 0.7419 0.7520 0.9641 0.9802 N/A N/A

Thunder-
bird

P 0.9680 0.9613 0.9922 0.9939 N/A N/A
R 0.8785 0.9025 0.8833 1.0000 N/A N/A
F1 0.9211 0.9310 0.9345 0.9970 N/A N/A
P - - 0.9770 1.0000 N/A N/A

Spirit R - - 0.9414 1.0000 N/A N/A
F1 - - 0.9587 1.0000 N/A N/A
P 0.9999 0.9985 1.0000 1.0000 N/A N/A

Liberty R 0.9999 0.9985 1.0000 1.0000 N/A N/A
F1 0.9936 0.9932 1.0000 1.0000 N/A N/A

‘-’ denotes “out of memory” error, N/A denotes not applicable.

4.1.2 Comparison on Time Efficiency. Table 4 illustrates both the
training time and inference time of all the methods we evaluate.
We use bold fonts to indicate the least runtime. In general, simple
methods run faster than deep methods on all five datasets in terms
of both training time and inference time. On HDFS, KNN has the
shortest training time (e.g., 3,225𝑋 faster than NeuralLog) while DT
has the shortest inference time (e.g., 185𝑋 faster than NeuralLog).
In the case of the other four supercomputer datasets, we also see
a significant efficiency advantage with our KNN approach during
both the training and inference stages. For instance, KNN’s training
time on BGL is 1, 278𝑋 faster than NeuralLog, and KNN’s inference
time on BGL is 23𝑋 faster than NeuralLog. Even though our ex-
periment is conducted with 192GB RAM, CNN and LogRobust still
cause “out of memory” error on Spirit, indicating deep methods’
high demand for hardware.
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R16-M1-N2-C:J17-U01 RAS KERNEL INFO CE sym 0, at 0x1b8594e0, mask
0x40

…………

1121484659 2005.07.15 R33-M0-N6-C:J13-U11 2005-07-15-20.30.59.176883
R33-M0-N6-C:J13-U11 RAS KERNEL INFO 1 ddr errors(s) detected and
corrected on rank 0, bit 7
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67108864 from /10.251.31.5
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dfs.DataNode$PacketResponder: 
PacketResponder 0 for block blk_-
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…………

Figure 2: Preprocessing of block-wise datasets for simple methods

Raw Log Messages
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…………

RAS KERNEL INFO <*>, ddr errors(s) detected and
corrected on rank <*>,, bit <*>

1119859191 2005.06.27 R16-M1-N2-C:J17-U01 2005-06-
27-00.59.51.127175 R16-M1-N2-C:J17-U01 RAS KERNEL
INFO CE sym 0, at 0x1b8594e0, mask 0x40

…………

1121484659 2005.07.15 R33-M0-N6-C:J13-U11 2005-07-
15-20.30.59.176883 R33-M0-N6-C:J13-U11 RAS KERNEL
INFO 1 ddr errors(s) detected and corrected on rank 0, bit 7

Tokenized Log Messages

Eliminate headers and numerical tokens

Figure 3: Preprocessing of message-wise datasets for simple
methods

Table 3: Overall Performance on five public datasets (1% train-
ing dataset)

Dataset CNN LogRobust NeuralLog KNN (N=1) DT SLFN

P 0.8782 0.9104 0.9387 0.9824 0.9796 0.9537
HDFS R 0.7601 0.8498 0.8246 0.9713 0.9917 0.8032

F1 0.8177 0.8747 0.8766 0.9766 0.9856 0.8714
P 0.3792 0.4869 0.7903 0.9935 N/A N/A

BGL R 0.9028 0.7661 0.9324 0.9754 N/A N/A
F1 0.5055 0.5579 0.8258 0.9844 N/A N/A

Thunder-
bird

P 0.4435 0. 9492 0.9997 0.9912 N/A N/A
R 0.8559 0.8277 0.8790 0.9048 N/A N/A
F1 0.5728 0.8836 0.9354 0.9455 N/A N/A
P 0.0979 0.0307 0.4039 0.9193 N/A N/A

Spirit R 0.0651 0.0368 0.3126 0.9078 N/A N/A
F1 0.0440 0.0321 0.3430 0.9135 N/A N/A
P 0.9479 0.9746 1.0000 1.0000 N/A N/A

Liberty R 0.9844 0.9895 1.0000 1.0000 N/A N/A
F1 0.9657 0.9817 1.0000 1.0000 N/A N/A

N/A denotes not applicable.

Table 4: Training and Inference Efficiency on five public
datasets (seconds)

Dataset CNN LogRobust NeuralLog KNN (N=1) DT SLFN

HDFS Train 74.7774 41.4481 6,044.0218 1.8742 2.3986 29.8954
Infer 2.7748 2.2360 55.4187 2.3104 0.2994 0.4844

BGL Train 75.0809 63.3461 5,188.3536 4.0601 N/A N/A
Infer 3.2555 3.2807 72.9399 3.1934 N/A N/A

Thunder-
bird

Train 581.3999 592.0321 10,218.6227 10.2145 N/A N/A
Infer 30.8276 29.6045 85.5081 10.4084 N/A N/A

Spirit Train - - 6,626.9311 7.5750 N/A N/A
Infer - - 110.3898 2.1295 N/A N/A

Liberty Train 440.0547 473.2985 10,187.34908 9.6261 N/A N/A
Infer 26.0857 30.0932 94.7462 4.3901 N/A N/A

‘-’ denotes “out of memory” error, N/A denotes not applicable.

Table 5 compares the runtime of different log preprocessing
strategies. The least preprocessing time is marked in bold. CNN and
LogRobust both utilize a log parser to generate log templates from
which log semantics is extracted. NeuralLog adopts a neural repre-
sentation method to preprocess raw logs into log vectors without
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Figure 4: Comparison of performance scores between the
best simple method and the best deep method

parsing. Our naive preprocessing has the least runtime on all the
five datasets we use. Our naive preprocessing strategies for simple
methods run 4𝑋 to 12𝑋 faster than the neural representation on
the five log datasets, and 13.6𝑋 to 19.3𝑋 faster than the log parser
with semantics extraction on the four log datasets, where the time
for preprocessing Spirit via the log parser is omitted due to “out of
memory” error.
RQ1 Answer: DL methods are neither better in performance
scores nor runtime efficiency than simple methods on log anom-
aly detection.

Table 5: Preprocessing Efficiency on five public datasets (sec-
onds)

Method HDFS BGL Thunderbird Spirit Liberty

Parser+Semantics 980.2582 434.9437 1,114.0291 - 1,244.7097
Neural representation 289.1004 205.1231 323.4426 568.4599 484.8715

Ours 71.8927 23.7540 75.1366 47.0459 64.4417

‘-’ denotes “out of memory” error

4.2 RQ2: Why Do Intricate Anomaly Detection
Methods Not Outperform Simple Ones?

To gain insight into the reasons behind the comparable, and often-
times superior, performance of simplistic binary classifiers over in-
tricately designed DL methods in the context of log-based anomaly
detection, we propose three potential explanations: (1) the utiliza-
tion of redundant log preprocessing strategies, (2) the relatively
straightforward nature of the datasets, and (3) the intrinsic charac-
teristics of binary classification tasks.

4.2.1 Redundant Log Preprocessing Strategies. As shown in RQ1,
complicated log preprocessing methods are much slower than our
simple preprocessing methods. Furthermore, deep methods based
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on complex log preprocessing do not show any advantage over
their simple counterparts in terms of both performance score and
runtime efficiency. In addition to the uncalled-for log vectorization
methods, log grouping strategies should be carefully examined in
accordance with the granularity of labels. For HDFS dataset [80],
most anomaly detection methods aggregate logs with the identifier,
which is reasonable for the fact that Xu et al. [80] labeled the dataset
on the block level. However, the reason why the recent line of re-
search adopts session window grouping on supercomputer datasets
is unclear. According to the original paper [63] that introduces
the supercomputer datasets, the labeling procedure is performed
on log message level with a combination of regular expressions
and system administrators’ intervention. Therefore, it is reasonable
for us to challenge the validity of window-wise log grouping in
anomaly detection. As shown in Table 2, KNN with our simple log
preprocessing strategies outperforms the DL methods, especially
for the message-wise datasets. For instance, on Thunderbird, the 𝐹1-
Score of KNN is 0.0625 higher than the best DL method NeuralLog.
This could support our claim that message-wise datasets shouldn’t
be aggregated by windows. As for NeuralLog, its performance dis-
parity with simple methods remains relatively stable on different
datasets (F-score difference: 0-0.0625). However, to further show
that window aggregation is unnecessary, we re-run NeuralLog with
a window size of 1 on BGL, Thunderbird, and Spirit. Liberty is not
used for NeuralLog can already achieve perfect score with window
size 10. Fig. 5 shows the score delta of NeuralLog when setting
its window size to 1 and 10, respectively. The 𝐹1-Scores on the
three datasets are improved by 0.0007, 0.0401, and 0.0077, which
demonstrate that the session window is useless. Although avoiding
grouping improves the performance of NeuralLog, its 𝐹1-Scores on
the three datasets are still lower than KNN.
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Figure 5: Comparison of NeuralLog performance scoreswhen
setting window to 1 and 10

4.2.2 Simplicity of the Datasets. The overwhelming extent of data
leakagemight be a potential reasonwhy simplemethods can achieve
extremely high scores. Note that different preprocessing strate-
gies may lead to different extent of data leakage. Thus, for all five
datasets, we first preprocess the data with our naive strategy and
log parser, respectively. Then we record the number of test data
that have/haven’t appeared in the training set in the second and
third column in Table 6. We further measure the extent of data
leakage with the percentage of leaked data in the fourth column.
Except for BGL, data leakage on the other four datasets all exceeds
98%. To show how data leakage can make anomaly detection easier,
we adopt a very naive matching algorithm: (1) if the test data has

an identical match in the training set, it should have the same label
as the matched training data, (2) otherwise, we randomly predict
the label with uniform distribution (p=0.5). As shown in the last
column of Table 6, the naive matching algorithm can achieve an
𝐹1-Score of 0.9968 with both our naive preprocessing and log parser
on HDFS. Combining with Table 2, we can see naive match can
outperform all the intricate deep models! The naive match method
achieves a perfect score on the Liberty dataset, just like NeuralLog,
and slightly outperforms CNN and LogRobust. While the naive
match falls short in achieving satisfactory scores on BGL, Thunder-
bird, and Spirit, the presence of a substantial amount of leaked data
in the test dataset might still aid in anomaly detection.

Table 6: Extent of Data leakage and results with naive match

Dataset # Unique # Duplicate % Duplicate F-score by naive match

HDFS ours 46 114,967 0.9996 0.9968
parser 46 114,967 0.9996 0.9968

BGL ours 426,475 523,118 0.5509 0.2222
parser 425,749 516,950 0.5484 0.2244

Thunder-
bird

ours 10,791 1,989,209 0.9946 0.8726
parser 37,095 1,957,932 0.9814 0.6659

Spirit ours 295 1,596,374 0.9998 0.8926
parser 4,537 1,587,210 0.9971 0.3512

Liberty ours 1 1,999,999 1.0000 1.0000
parser 58 1,989,720 1.0000 1.0000

To further investigate whether data leakage is a major contrib-
utor to the high anomaly detection accuracy, we eliminate the
repetitive log sequences in the HDFS dataset. We use the ground
truth template to perform the elimination process, and the dedu-
plicated HDFS only 589 log vectors. Then we run all the methods
again on the dataset without data leakage. However, we are unable
to perform the same elimination process on the four supercomputer
datasets in that the anomaly detection should be conducted on the
log message level, and eliminating duplicate log messages seems to
be far divorced from real-world scenarios.

Table 7 displays the results obtained by various methods on the
original HDFS, deduplicated HDFS, and deduplicated HDFS with
Bayesian tuner. The highest scores are highlighted in bold. Notably,
all methods experience a decline in performance when duplicate
log sequences are eliminated. This decline is more pronounced in
the case of deep methods compared to simpler ones. While the 𝐹1-
Scores for all three simple methods remain above 0.9, deep methods
achieve an 𝐹1-Score of approximately 0.8. It’s worth mentioning
that we adhere to the hyperparameters outlined in RQ1. However,
different methods may exhibit varying sensitivity to their respective
hyperparameters. Consequently, we fine-tune the hyperparameters
for each method using Bayesian optimization [72]. Tables 8 and 9
provide details on the hyperparameters and their tuning ranges for
simple methods and deep methods, respectively. As demonstrated
in Table 7, Bayesian tuning significantly enhances the 𝐹1-Scores
for all methods. All simple methods achieve an 𝐹1-Score of ap-
proximately 0.94. Among the deep methods, CNN experiences the
most substantial improvement, increasing its 𝐹1-Score from 0.8011
to 0.9244, while reducing the 𝐹1-Score gap with the best simple
method (i.e., DT) from 0.1389 to 0.0166. However, LogRobust and
NeuralLog only achieve 𝐹1-Scores of 0.8017 and 0.8464, respectively.
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In summary, simple methods continue to outperform deep methods
on deduplicated log dataset.

Table 7: Comparison of results on original hdfs and dedupli-
cated hdfs

Dataset CNN LogRobust NeuralLog KNN DT SLFN

P 0.9840 0.9858 0.9971 0.9986 0.9988 0.9962
Original HDFS R 0.9895 0.9890 0.9984 1.0000 0.9991 0.9962

F1 0.9867 0.9874 0.9977 0.9988 0.9990 0.9962
P 0.6690 0.6644 0.6847 0.8975 0.9029 0.8871

Deduplicated HDFS R 1.0000 1.0000 0.9707 0.9263 0.9816 1.0000
F1 0.8011 0.7979 0.8005 0.9105 0.9400 0.9399

Deduplicated HDFS
with Bayesian Tuner

P 0.9009 0.6710 0.8218 0.8945 0.8967 0.8930
R 0.9542 0.9975 0.8818 0.9922 0.9920 0.9947
F1 0.9244 0.8017 0.8464 0.9406 0.9410 0.9407

…

Cross ValidationTraining Data

Bayesian Optimizer

solver: {‘adam’, ‘sgd’, …}
activation: {‘logistic’, …}
…

max_depth: {1, 2, 3, 4, …} 
min_leaf_node: {1, 2, 3,…}
…

parameter_1: {‘linear’, …} 
parameter_2: {1, 2, 3, …}
…

Model & Parameter Pool Optimization Goals

Training Time

Inference Time

Validation Score

Is your model
“the BEST” ? 

Simple baseline models

Your proposed model

…

Testing Data

Figure 6: Workflow of LightAD

4.2.3 Innate Nature of Binary Classification in Log Anomaly De-
tection. The task of binary classification can invariably be concep-
tualized as the partitioning of a multi-dimensional space into two
distinct segments, achieved through the use of one or more hy-
perplanes. A pertinent question arises in log anomaly detection:
Can binary classification inherently be addressed through the ap-
plication of simplistic methods? Simple non-parametric methods
(e.g., KNN, DT) should always have good results as long as the
data characteristics of train data do not deviate much from the test
data. According to Huang et al. [34], SLFN with a non-constant
bounded activation function (e.g., sigmoid) can form disjoint deci-
sion regions with arbitrary shapes in a multi-dimensional space.
This conclusion can be further generalized to certain non-bounded
activation functions [34]. In the context of binary classification in
log anomaly detection, the log data, owing to the inherent patterns
exhibited in the logging systems, may invariably encompass re-
curring log data within the corpus. As a result, simple methods
such as KNN, DT, and SLFN are considered potential candidate
methods for effectively addressing the binary classification task of
log anomaly detection. Therefore, it is unnecessary to adopt intri-
cate time-consuming deep methods before the attempt to adopt
time-consuming DL methods. Moreover, the intricate network may
sometimes backfire on a simple binary classification task. As shown
in Table 7, even with optimal hyper-parameters, the 𝐹1-Score of
LogRobust is only 0.8017, much worse than the average 𝐹1-Score

of 0.94 for the simple methods on deduplicated HDFS. LogRobust
leverages the sequential information of log event occurrence by
adopting LSTM architecture. However, the order of log event oc-
currence might be misleading for anomaly detection since HDFS is
labeled with respect to event count vectors [80].

RQ2 Answer : Intricate log anomaly detection methods cannot
outperform the simple methods due to (1) redundant log pre-
processing strategies, (2) simplicity of dataset, (3) the innate
nature of binary classification in log anomaly detection.

4.3 RQ3: When DoWe Really Need DL Methods?
In the field of log-based anomaly detection, most research [42, 52,
85] do not compare the proposed models with their naive counter-
parts appropriately.

In the context of log-based anomaly detection, or in a wider con-
text of binary classification tasks, complex models might always be
inferior to their naive counterparts. Bear in mind that the inferiority
may come from both accuracy and efficiency. However, there are
several reasons why most research [52, 85] claim their proposed
models are better than the naive baseline models: (1) ignored base-
line models, (2) potential ineffective hyper-parameter tuning, (3)
overlook in time efficiency.

Many naive binary classifiers are not included in the comparison
when a new model is proposed. LogRobust [85] and NeuralLog [42]
compare themselves with only two simple methods, LR [9] and
SVM [47]. None of the simple methods (KNN, DT, SLFN) we adopt
is included in their comparison. CNN [52] doesn’t include any naive
binary classifiers in the paper.

Ineffective parameter tuning may provide a false conclusion that
the proposed model is better than the naive ones. For instance, Le
et al. [42] claim that NeuralLog can achieve an 𝐹1-Score of 0.98
while SVM can only achieve an 𝐹1-Score of 0.96. Note that they
employ Loglizer [2] for SVM implementation. Loglizer’s SVM is
implemented with sklearn.LinearSVC [66] which only supports
linear kernels. The 𝐹1-Score on HDFS can be easily boosted to 0.99
by adopting a polynomial kernel with sklearn.svm.SVC.

In log anomaly detection, both training time and inference time
are important. Due to the huge size of log data [60], it takes a long
time for the model to retrain the model with the mountains of
data. Besides, long inference time may lead to more revenue lost
if the anomalies of the software systems have not been reported
in time. [23]. Recent DL studies rarely provide an analysis of time
efficiency with the most efficient classical approaches (e.g., DT,
KNN, or SLFN).

To determine whether a proposed model is really worth using,
we propose LightAD, an automated framework to compare the
proposed anomaly detection model with naive baseline models.
Fig. 6 shows the workflow of LightAD. We first prepare the set of
naive baseline models and their corresponding hyper-parameter
spaces. The hyper-parameter space for the proposed model should
also be prepared. For each model, we optimize its hyper-parameters
with respect to ModelGain which leverages three aspects of the
model performance: (1) accuracy, (2) training time per log sequence
and (3) inference time per log sequence. We formalize ModelGain
as the following:
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Table 8: Parameter Pool for simple methods

Models Parameters Default Tuning Range Description

KNN n_neighbors 5 [1,10] Number of the nearest neighbors used for classification.
metric “euclidean” [“euclidean”, “manhattan”, “cosine”] Metric to use for distance computation.
criterion “gini” [“gini”, “entropy”, “log_loss”] The function to measure the quality of a split.
splitter “best” [“best”, “random”] The strategy used to choose the split at each node.

DT max_depth None None ∪ [5, 70] Maximum depth of the tree.
min_samples_split 2 [2, 5] Minimum number of samples required to split an internal node.
min_samples_leaf 1 [1, 5] Minimum number of samples required to be at a leaf node.
hidden neurons 100 [10, 200] Number of neurons in the hidden layer.

activation “relu” [“identity”, “relu”, “logistic”, “tanh”] Activation function for the hidden layer.
SLFN alpha 1e-4 [1e-6, 1e-2] Strength of the L2 regularization term.

tol 1e-4 [1e-6, 1e-2] Tolerance for the optimization.
max_iter 200 [20, 400] Maximum number of iterations.

Table 9: Parameter Pool for deep methods

Models Parameters Default Tuning Range Description

hidden_size 128 [1, 256] Number of neurons in the hidden layer.
embedding_dim 32 [1, 64] The embedding size for log events.

CNN epoches 5 [1, 20] Maximum number of iterations.
learning_rate 0.05 [1e-3, 1e-1] The learning rate during training phase.
batch_size 1,024 [32, 2048] Number of samples that will be propagated.
hidden_size 128 [1, 256] Number of neurons in the hidden layer.

embedding_dim 32 [1, 128] The embedding size for log events.
epoches 5 [1, 20] Maximum number of iterations.

LogRobust learning_rate 1e-2 [1e-3, 1e-1] The learning rate during training phase.
batch_size 1,024 [16, 2,048] Number of samples that will be propagated.
num_layers 2 [2, 12] Number of layers in the fully connected neural network.

num_directions 2 [1, 2] Number of directions used in LSTM
ff_dim 2,048 [1536, 2560] Size of the feed-forward network.
epoches 20 [5, 50] Maximum number of iterations.
batch_size 64 [1, 64] Number of samples that will be propagated.

NeuralLog init_lr 3e-4 [1e-4, 1e-1] Initial learning rate.
num_heads 12 [2, 6] Number of attention heads.
dropout 1e-1 [1e-2, 1e-1] The dropout rate during training phase.
val_ratio 0.1 [0.1,0.4] The ratio of validation set in train set.

𝑀𝑜𝑑𝑒𝑙𝐺𝑎𝑖𝑛 = 𝜆1 ∗
𝐹 − 𝐹0
𝐹0

+ 𝜆2 ∗
𝑇𝑡𝑟𝑎𝑖𝑛 −𝑇0

𝑇0

+ 𝜆3 ∗
𝑇𝑖𝑛𝑓 𝑒𝑟 −𝑇1

𝑇1

(2)

where 𝐹 stands for 𝐹1-Score, 𝑇𝑡𝑟𝑎𝑖𝑛 and 𝑇𝑡𝑒𝑠𝑡 are the training
and inference time per log sequence respectively. 𝜆1, 𝜆2 and 𝜆3
are three positive constants, indicating the relative importance of
model accuracy, training efficiency, and inference efficiency. 𝐹0, 𝐹0,
𝑇0,𝑇0,𝑇1 and𝑇1 are predetermined normalization constants to make
the aggregation of metrics with different units reasonable. Note that
𝐹0 should be positive and 𝑇0, 𝑇1 should be negative since higher
𝐹1-Score and shorter training and inference time are preferred.
For each model, its hyper-parameters are optimized with Bayesian
Tuner [72]. Finally, we calculate the ModelGain for each model on
the test dataset. The model with the highest ModelGain is the best
model. If the best model happens to be the proposed model, then
we conclude that the proposed model is valuable. Otherwise, the
proposed model is inferior to the best simple model. The main steps
of LightAD are described in Fig. 7.

Table 10 shows the output model under different priorities. The
highest scores under different priorities are marked in bold. The
first column indicates the objective we want to prioritize upon
which, in the second column, we determine the weights for each
objective. The normalization constants are set as: 𝐹0 = 0.2, 𝐹0 = 0.8,
𝑇0 = −0.03,𝑇0 = 0,𝑇1 = −0.002 and𝑇1 = 0. We only include CNN as
“the proposed model” in that CNN has the best performance on the
deduplicated HDFS dataset as in Table 7. As shown in the last col-
umn of Table 10, the optimal models under different priorities are all
simple methods. According to LightAD, KNN is recommended for
prioritizing training time, while DT is the preference for the other
three priority settings: accuracy, inference time, and a balanced
priority among all 𝜆𝑖 for 𝑖 ∈ {1, 2, 3}.

RQ3 Answer: We propose LightAD, an automated framework
to compare the proposed anomaly detection model with simple
baseline models. On the deduplicated HDFS dataset, LightAD
suggests simple methods are always superior to deep methods
under different priorities.
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Table 10: The optimal models output by LightAD with differ-
ent priorities on deduplicated HDFS

Priority (𝜆1, 𝜆2, 𝜆3) Model ModelGain Optimal Model

CNN 0.5904
Accuracy (1.0, 0.0, 0.0) KNN 0.7000 DT

DT 0.7030
SLFN 0.6824
CNN 0.2593

Train (0.5, 0.5, 0.0) KNN 0.3514 KNN
DT 0.3499
SLFN 0.3377
CNN 0.1896

Inference (0.5, 0.0, 0.5) KNN 0.3076 DT
DT 0.3462
SLFN 0.3377
CNN 0.1065

Balanced (0.3, 0.3, 0.3) KNN 0.1850 DT
DT 0.2121
SLFN 0.1984

4.4 Threats to Validity
External Validity.With the advancement of cloud computing, a
wide range of cloud software has emerged along with their cor-
responding logging systems. This paper shows that simple and
fast methods can outperform expensive cost DL methods on five
public log datasets. This is due to the lack of available log anomaly
detection datasets. For instance, Le et al. [43] study four public log
datasets in their study, and He et al. [33] include two datasets. Our
study contains all the log datasets of these works and adds one
more log dataset, i.e., Liberty [63]. However, all the existing public
log datasets are old. HDFS was collected in 2009 [80] while the
other four supercomputer datasets were generated between 2005
and 2007 [63]. In the future, we will collect log datasets on various
software systems to validate the effectiveness of LightAD.
Internal Validity. There are two main threats to internal validity.
The first threat is that we only focus on supervised log anomaly
detection models (e.g., LogRobust [85]) whereas unsupervised mod-
els (e.g., DeepLog [21]) are not included. This could be a potential
threat for us to generalize our findings to the entire log anomaly
detection community. The second threat is the incomplete use of
some log datasets. Due to the large data size of Thunderbird, Lib-
erty, and Spirit, we only utilize specific segments of these datasets.
Even though the segmentation of huge datasets is commonly used
in previous works [42, 43], different selections of the log datasets
could affect the results to some extent.

5 RELATEDWORK
5.1 Empirical Studies of Classical Machine

Learning Over Deep Learning
Despite the remarkable performance of DL in many areas, it can
be computationally expensive and requires a GPU for parallel com-
putation. There are some research works [12, 29, 40, 54, 57] that
show that DL methods are slower and less accurate than classical
methods. For example, Cao et al. [12] showed that LSTM-based DL

1. Let 𝑆 denote the set of simple models (e.g., DT, KNN), 𝑘 denote of
proposed model (e.g., CNN, LogRobust) and𝑀 denote 𝑆 ∪ {𝑘 }. For each
𝑚 ∈ 𝑀 , Space𝑚 denotes the corresponding hyper-parameter space in
which these hyper-parameters need to be tuned. |Space𝑚 | denotes the
dimension of 𝑆𝑝𝑎𝑐𝑒𝑚 .
2. LightAD initially runs each𝑚 for 𝑁𝑚 = 10 ∗ |Space𝑚 | times. Each
run is denoted as run𝑖∈𝑁𝑚 and the corresponding hyper-parameters are
contained in set 𝐻𝑚 .
3. Each run𝑖 is scored with a certain optimization objective. In the case of
our LightAD, the objective is to maximize ModelGain, leveraging three
aspects of the model: accuracy, train time, and infer time. The set of scores
is kept in SCORES(𝑚) .
4. LightAD adopts Bayesian Tuner which builds a surrogate function S𝑚
(e.g., Gaussian Process) based on SCORES(𝑚) and 𝐻𝑚 . The goal of S𝑚
is to approximate F𝑚 = F(Score |𝑚,𝑆𝑝𝑎𝑐𝑒𝑚 ) . ℎ𝑛𝑒𝑤 = 𝑎𝑟𝑔𝑚𝑎𝑥S𝑚 and
ModelGain(ℎ𝑛𝑒𝑤 ) are added into 𝐻𝑚 and SCORES(𝑚) , respectively.
5. Step 3 is repeated until max𝑖𝑡𝑒𝑟 = 10 ∗ |Space𝑚 |2 is reached.
6. For each𝑚 ∈ 𝑀 , BESTPARAMS(𝑚) = 𝑎𝑟𝑔𝑚𝑎𝑥SCORES(m).
7. Return the model with the highest score on the test dataset and its
corresponding optimal hyper-parameters. If the proposed model 𝑘 is
exactly the best model, then it is considered as valuable. Otherwise, 𝑘 is
considered as redundant.

Figure 7: Procedure LightAD: strive to find the best model
that maximizes ModelGain on training and validation data
and check whether the proposed model is valuable

is 1, 000𝑋 slower despite having lesser accuracy in system anom-
aly detection. Menzies et al. [57] demonstrated that combining
clustering algorithms with local classification algorithms achieved
comparable performance to DL models while running hundreds of
times faster. Inspired by these empirical studies, we investigated
log anomaly detection and showed that with simple data prepro-
cessing and parameter tuning, classical machine learning methods
can outperform DL methods and take much less time to train the
model.

5.2 Log-based Anomaly Detection
Log-based anomaly detection is the task of identifying the system’s
anomalous patterns that do not conform to the expected behav-
iors on normal log data. The log-based anomaly detection can be
divided into supervised learning [9, 47, 52] and unsupervised learn-
ing [24, 80]. Additionally, it can be divided into classical ML-Based
log anomaly detection methods [15, 80] and DLmethods [24, 52, 62].
Recently, NeuralLog [42] can achieve the best performance on four
public log dataset (HDFS [80], BGL, Thunderbird, Spirit [63]) with-
out log parsing. This paper shows that we can achieve the highest
performance on five public datasets (HDFS, BGL, Spirit, Thunder-
bird, Liberty [63]) by using simple methods without intricate log
preprocessing.

5.3 Automated Log Analysis
Automated log analysis aims to enable effective and efficient usage
of software-intensity systems, consisting of four aspects: (1) auto-
mate and assist log writing, (2) log compression, (3) log parsing, (4)
log mining.
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Logging. Event logging is an essential method for recording
textual and numeric data of software systems, and its implementa-
tion often depends on an empirical process during the development
phase [65]. He et al. [32] identified three main concerns of develop-
ers regarding event logging, namely diagnosability, maintenance,
and performance. Several works have tackled the challenges of
automated logging, including where to log [14, 35, 86], what to
log [46, 46, 78], and how to log [13, 38, 50].

Log Compression. After collecting logs, they are typically
stored on the hard disk for further diagnosis or auditing of sensitive
operations. As the scale of distributed systems continues to grow,
the storage of accumulated logs can become a burden on the storage
system. He et al.[32] identified three categories of log compression
techniques: bucket-based compression[6, 26], dictionary-based com-
pression [18, 67], and statistics-based compression [8, 30]. Recently,
some works have made progress in achieving both storage cost and
time efficiency [25, 82].

Log Parsing. Log parsing is a critical component of automated
log analysis, which converts semi-structured logs into structured
data. Log parsing methods can be classified into two groups: of-
fline log parsing approaches [28, 53, 75] and online log parsing
approaches [17, 20, 31]. To address the problem of log message
format identification, Messaoudi et al.[58] proposed the MoLFI ap-
proach, which formulates it as a multi-objective problem. Some
works have focused on designing guidelines[37, 89] to evaluate
current log parsing methods comprehensively.

Automated Log Mining. Automated log mining involves auto-
matically exploring and analyzing large volumes of log data, with
the goal of extracting useful information from the systems and
predicting future trends to take early actions. To analyze logs auto-
matically, textual logs must first be transformed into appropriate
data formats. Several works have focused on extracting features
from logs [4, 7]. There are various topics within log mining, includ-
ing failure prediction [68], failure diagnosis [71, 87, 88], anomaly
detection [80, 81, 85], log-based slicing [59], log visualization [55],
and root cause analysis [44].

Our work focuses on anomaly detection, a typical and widely-
explored log mining task.

5.4 Empirical Studies on Logs
Empirical studies are essential in log analysis, providing valuable
insights into various aspects of academic and industrial practices.
He et al. [32] conducted a survey covering the entire lifecycle of
log analysis, including logging, log compression, log parsing, and
automated log mining. Other empirical studies have focused on
specific domains of log analysis, such as logging [45, 83, 84], log-
based anomaly detection [16, 33], software monitoring [11], cloud
log forensics [36], and cyber security applications [41].

Le et al. [43] conducted an empirical study on recent DL models
for log-based anomaly detection and found that the performance
of existing models was largely undermined by various factors, in-
cluding training data selection strategies, different dataset charac-
teristics, and early detection capability, indicating that the problem
of log-based anomaly detection is still unsolved.

In contrast to previous studies, our research demonstrates that
complex methods such as DL and intricate log preprocessing do

not necessarily outperform simple methods like KNN, SVM, and
DT. Additionally, our study includes five public log datasets, one
more than the study conducted by Le et al [43].

6 CONCLUSION
In this paper, we demonstrate that simple models can outperform
complex log vectorization methods and resource-intensive models,
achieving superior results with reduced computation time. We
then analyze why sophisticated DL methods fail to surpass these
simpler techniques. To assist researchers in determining whether
DL methods are necessary, we propose LightAD, an architecture
that optimizes three objectives using Bayesian optimization while
considering both performance metrics and time efficiency. This
approach automatically fine-tunes hyper-parameters for different
models, facilitating a fair comparison among various techniques.

Our findings reveal that on five public log datasets, basic meth-
ods not only match but can exceed the efficacy of DL techniques in
terms of both performance and efficiency. Consequently, we advise
researchers to consider simpler approaches for software engineer-
ing tasks before resorting to more complex DL methods. At the
very least, these simpler methods should be used as benchmarks
against more advanced techniques.

Moving forward, we plan to collect additional log datasets from
widely-used open-source software (e.g., Apache Kafka) and eval-
uate LightAD on new log benchmarks. Furthermore, we aim to
investigate how machine learning and log vectorization techniques
can be effectively applied in the log analysis domain.

7 DATA AVAILABILITY
The codes and data of this paper can be found at [3].
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